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ABSTRACT
The border, or the approximative, model of algebraic computation

(VP) is quite popular due to the Geometric Complexity Theory

(GCT) approach to P ≠ NP conjecture, and its complex analytic

origins. On the flip side, the definition of the border is inherently ex-
istential in the field constants that the model employs. In particular,

a poly-size border circuit 𝐶 (Y, 𝒙) cannot be compactly presented in

reality, as the limit parameter Y may require exponential precision.
In this work we resolve this issue by giving a constructive, or a

presentable, version of border circuits and state its applications.

We make border presentable by restricting the circuit 𝐶 to use

only those constants, in the function field F𝑞 (Y), that it can generate
by the ring operations on {Y} ∪ F𝑞 , and their division, within poly-

size circuit. This model is more expressive than VP as it affords

exponential-degree in Y; and analogous to the usual border, we

define new border classes called VPY and VNPY . We prove that both

these (now called presentable border) classes lie in VNP. Such a

‘debordering’ result is not known for the classical border classes VP
and respectively for VNP. We pose VPY = VP as a new conjecture

to study the border.

The heart of our technique is a newly formulated exponential
interpolation over a finite field, to bound the Boolean complexity

of the coefficients before deducing the algebraic complexity. It

attacks two factorization problems which were open before. We

make progress on (Conj.8.3 in Bürgisser 2000, FOCS 2001) and solve

(Conj.2.1 in Bürgisser 2000; Chou,Kumar,Solomon CCC 2018) over

all finite fields:

(1) Each poly-degree irreducible factor, with multiplicity co-

prime to field characteristic, of a poly-size circuit (of possibly

exponential-degree), is in VNP.
(2) For all finite fields, and all factors, VNP is closed under fac-

toring. Consequently, factors of VP are always in VNP. The
prime characteristic cases were open before due to the in-

separability obstruction (i.e. when the multiplicity is not

coprime to 𝑞).
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1 INTRODUCTION
The notion of “approximation” is a powerful idea in theoretical

computer science, both in designing algorithms for problems and

in analyzing their computational hardness. In Valiant’s framework

of algebraic complexity theory [78, 79], the border complexity of

a polynomial measures how efficiently it can be approximated. In

this framework, a multivariate polynomial is computed by a non-

uniform model called an algebraic circuit – a directed acyclic graph

with internal nodes labeled by + and × operators, leaves labeled by

variables or constants from the underlying field F, and a designated
output node. The circuit computes an 𝑛-variate polynomial 𝑓 (𝒙) ∈
F[𝑥1, . . . , 𝑥𝑛] in a natural bottom-up way. Computing a polynomial

by a circuit always refers to computing a family of polynomials

{𝑓𝑛}, one for each 𝑛 ∈ N.
The measure of efficiency is the number of vertices and edges

of the graph, which we refer as the size of the circuit. We denote

the size of the smallest circuit over F computing the polynomial

𝑓 by sizeF (𝑓 ). Valiant [78] hypothesized that there are explicit
polynomials that cannot be computed by circuits of small size. It is

formalized as what we now call the VP ≠ VNP conjecture. The class

VP (Valiant’s P) consists of all polynomials with degree bounded

by a polynomial in the number of variables 𝑛 (=: poly(𝑛)), which
can be computed by algebraic circuits of size poly(𝑛). An algebraic

analogue of NP was defined as well using an exponential sum of

VP polynomials. More formally,

Definition 1.1 (Valiant’s NP). The class VNP is the set of all

polynomials 𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛] such that there exists a polynomial

𝑔 ∈ F[𝑥1, . . . , 𝑥𝑛, 𝑦1, . . . , 𝑦𝑚] in VP with𝑚 = poly(𝑛) and

𝑓 (𝒙) =
∑︁

𝒂∈{0,1}𝑚
𝑔(𝒙, 𝒂).

We call𝑦1, . . . , 𝑦𝑚 thewitness (or hypercube) variables and𝑔(𝒙,𝒚)
as the verifier circuit. It is straightforward to see thatVP ⊆ VNP, and
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Valiant’s conjecture is that the inclusion is strict. The surveys of [17,

52, 66, 73] provide an excellent overview of algebraic complexity

and the current state of lower bounds. For a more extensive but

slightly dated treatment, see [12, 13].

1.1 Algebraic Approximation
There is a natural way to associate a Euclidean (or Zariski) topol-

ogy with the polynomial ring. This confers a notion of limit and,

thereby, a way of approximating a polynomial by a sequence of

polynomials (see, e.g., [10, Section 2.3]). The topological notion

has been extensively studied in the context of designing algo-

rithms for matrix multiplication [6, 7, 22, 50, 75]. However, in

Valiant’s framework, the simplest definition for algebraic approxi-
mation and border complexity was given by Bürgisser [14]. We say

that a polynomial 𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛] is approximated by a poly-

nomial 𝑔 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛] to an order of approximation 𝑀 if

𝑔(𝒙, Y) = Y𝑀 𝑓 (𝒙) + Y𝑀+1𝑄 (𝒙, Y), for some 𝑄 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛].
The border size of 𝑓 denoted by size(𝑓 ), is defined as sizeF[Y ] (𝑔),the
size of the polynomial 𝑔 over the ring F[Y] (instead of being over

the constants F).
Note that limY→0 Y

−𝑀𝑔(𝒙, Y) = 𝑓 (𝒙). Furthermore, arbitrary

polynomials in Y are treated as ‘free constants’ in the circuit of 𝑔.

Alternately, we can also consider the approximating polynomial 𝑔

over the rational function field F(Y) (as done in our paper abstract)

and aim for an approximation of the form 𝑔′ = 𝑓 + Y𝑄 , with the

effect of limY→0 𝑔
′ = 𝑓 . It is not hard to see via scaling arguments

that these notions are equivalent, in particular 𝑔′ := Y−𝑀𝑔. For

a discussion of the different notions of approximation and their

equivalence, see [14, Lemma 5.6], [11, Section 2], and also [60,

Theorem 2.33].

As a natural extension, we can define the approximate closure
of VP, called VP as the set of poly(𝑛)-degree polynomials whose

border size is bounded by poly(𝑛). Clearly, VP ⊆ VP. In an am-

bitious program to resolve the P
?

= NP question using methods

from algebraic geometry and representation theory, Mulmuley and

Sohoni [58] strengthened Valiant’s conjecture by postulating that

VNP is not contained in VP 1
. Their proposal (detailed further in

[59]) was to use techniques from representation theory to prove

lower bounds on border complexity. For expository references on

the GCT program, see [10, 49, 56, 57, 65].

Completely independently and almost at the same time, Bür-

gisser [14, 15] introduced and used border complexity to factor

multivariate polynomials. Factorization is a very basic notion in

algebra, and a complexity class is ‘well behaved’ in some sense if it

is closed under factorization. In a string of highly influential papers

[38–40, 43], Kaltofen showed that over fields of characteristic zero,

the class VP is closed under taking factors (also see [42]). In fact,

if a polynomial factorizes as 𝑓 = 𝑢𝑒𝑣 with 𝑢 and 𝑣 co-prime, then

Kaltofen [39] showed that 𝑢 can be computed by a circuit of size

poly(𝑒, deg(𝑢), size(𝑓 )). One might expect, for exponential-degree

𝑓 , that the size of 𝑢 depends only on its degree and the size of

𝑓 , and that the dependence on multiplicity 𝑒 can be completely

removed. In other words, we expect that any poly(𝑛)-degree factor
of a poly(𝑛)-size circuit (with no restrictions on degree) is in VP.

1
More precisely, they conjectured that the padded Permanent does not lie in the orbit

closure of small Determinants.

This is known as the Factor Conjecture [13, Conjecture 8.3]. In

his work, Bürgisser [14] showed that for border complexity, the

factor conjecture is indeed true – the factor 𝑢 above, is in VP. This
makes factor conjecture an important stepping-stone towards un-

derstanding algebraic computation. Our work will build on this

theme.

1.2 Our Goal: To Make Border Presentable
The notion of approximation in Valiant’s framework arose at the

same time in different contexts. This suggests that it is indeed

very natural. But a basic question, made even more pertinent by

the discussion above, that remains open to this day is whether

approximation bestows more computational power, or in other

words, whether VP
?

= VP [14, Problem 4.3]. In a recent work on

border complexity [23] a more general question was asked, called

de-bordering. Given a polynomial 𝑓 ∈ C in the approximate closure

of a class C, what is an upper bound on the exact (non-approximate)

complexity of 𝑓 ? A class C is border-closed if C = C Although one

might expect a class to not differ too much from its border class, it

is far from clear since, in the definition of approximation, we allow

arbitrary polynomials in Y of arbitrary complexity to be used as free

constants. This arbitrariness makes the definition of approximation

inherently existential. In fact, we do not even know whether VP is

contained in VNP.
As a way of making approximation more constructive, while

retaining its essence, in this work we propose and study a natural

restriction on the definition of approximation, that we call pre-
sentability. The presentable class VPY is the same as VP but with the

additional condition that all the polynomials in Y used as ‘constants’

in the approximating circuit 𝑔(𝒙, Y), have polynomial-size circuits

themselves (see Definition 4.3).

There has previously been an attempt via ‘degenerations’ [33]

to identify a subclass of VP that is explicit. In what they term

p-definable one-parameter degeneration, the authors restrict the

coefficients of the Y-polynomials to be generated using circuits in

VP. Our presentable border is a more natural version of VP and

cannot be obtained as a p-definable degeneration of VP, making

our notion incomparable to the concept of degeneration as studied

in [33]. We can extend our concept of presentable border to VNPY
over any field F.

Definition 1.2 (Presentable VNP). The presentable border class
VNPY , over F, is defined as the set of polynomials 𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛]
such that there is an approximating polynomial𝑔 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛]
expressing

𝑔(𝒙, Y) =: Y𝑀 𝑓 (𝒙) + Y𝑀+1𝑄 (𝒙, Y) ,

for some error 𝑄 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛] and order 𝑀 ∈ N; moreover,

there exists a verifier polynomial ℎ ∈ F[𝑥1, . . . , 𝑥𝑛, 𝑦1, . . . , 𝑦𝑚, Y],
with𝑚, deg𝒙,𝒚 (ℎ) and sizeF (ℎ) all bounded by poly(𝑛), satisfying
a hypercube-sum expression∑︁

𝒂∈{0,1}𝑚
ℎ(𝒙, 𝒂, Y) = 𝑔(𝒙, Y) .

The pair (𝑚, sizeF (ℎ)) constitutes the size parameters for the

polynomial family 𝑓 = 𝑓𝑛 in VNPY . Crucially, although the bound
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on sizeF (ℎ) (instead of sizeF[Y ] (ℎ)) constrains the Y-polynomials to

have small circuits, we do not restrict the degree of Y, which could

be exponential in sizeF (ℎ). This makes this new class potentially

harder than VNP. It is easy to see that VNP ⊆ VNPY ⊆ VNP. But,
it is not clear whether these containments are strict. Similarly, the

containment VP ⊆ VPY ⊆ VP raises new questions.

1.3 Our Results
Our first main result is the de-bordering of the presentable border

classes.

Theorem 1.3 (Presentable is Explicit). Over any finite field,
VNPY = VNP.

This gives us an interesting tower of containments VP ⊆ VPY ⊆
VNP. In addition, it yields a generalization of Valiant’s conjecture

to all presentable models.

Conjecture 1.4. VP = VPY ≠ VNP.

As a consequence of our debordering result, we make progress

toward the aforementioned Factor Conjecture [13, Conjecture 8.3].

As noted earlier, Bürgisser showed that any poly(𝑛)-degree factor
of a poly(𝑛)-size circuit is in VP. We observe that it is in fact in

VPY , and thus by Theorem 1.3 in VNP.

Corollary 1.5 (Debordering factors). Let 𝑓𝑛 be a 𝑛-variate
polynomial family over a finite field that has a poly(𝑛)-degree irre-
ducible factor 𝑢𝑛 of multiplicity co-prime to the characteristic of the
field. If size(𝑓𝑛) is poly(𝑛), then 𝑢𝑛 is in VNP.

Remark. A few points of note:

(1) The deg(𝑓𝑛) and hence, the multiplicity of 𝑢𝑛 are possibly

exponential in 𝑛. This is what makes standard factoring

algorithms hopelessly inefficient.

(2) We get an explicitness (VNP) result for the factors, instead of

a factoring algorithm. Nevertheless, it is concrete evidence

supporting the factor conjecture.

Bürgisser [13, Conjecture 2.1] asked if the class VNP is closed

under factorization. Over fields of characteristic zero, Chou, Kumar

and Solomon [21] showed that this is indeed true. Inspired by the

proof technique of Theorem 1.3, in our second main result, we use

similar techniques to prove that VNP closure under factoring holds

over finite fields as well, thus settling Bürgisser’s conjecture in an

important regime.

Theorem 1.6 (Factor closure). Over any finite field, the class
VNP is closed under factorization.

Remark. As a corollary of the above theorem, we find that over

finite fields, the factors of polynomials in VP are in VNP. This
partially answers the question [13, Problem 2.1] whether VP is

closed under taking factors over fields of positive characteristic.

Recall that over fields of characteristic zero, we already know this

to be true from the works of Kaltofen; but those methods fail in

finite fields.

2 PROOF OUTLINE
We now outline the ideas and techniques used to prove our results.

We will also discuss related previous work and its limitations.

2.1 Efficacy of Presentable Border
A major obstacle to de-bordering any class is that the expression

for approximating a polynomial 𝑓

𝑔(𝒙, Y) = Y𝑀 𝑓 (𝒙) + Y𝑀+1𝑄 (𝒙, Y),

says very little about the complexity of the Y-constants involved,

which could be huge. A natural idea to isolate 𝑓 from the above

expression is via interpolation on the Y variable. This seems hard to

do as apriori, the degree of Y in the polynomial 𝑔 could be arbitrarily

large. Already in the foundational work, Bürgisser [14, Theorem

5.7] showed that over algebraically closed fields, the order of ap-

proximation𝑀 is at most exponential in size(𝑓 ) := sizeF[Y ] (𝑔), the
border size of the polynomial 𝑓 . Therefore, moving to presentable

border classes VPY and VNPY does not lead to any Y-degree loss,

since they allow for an exponential degree in Y. But unless one can

show a polynomial bound on the order of approximation
2
, interpo-

lation seems to give a bound of the form size(𝑓 ) ≤ exp(size(𝑓 )).

Known debordering results. Incidentally, the known debordering
results for restricted models of computation seldom use interpola-

tion. In the workshop seminar [27], Forbes remarked that Nisan’s

characterization implies the closure of ROABPs or equivalently

non-commutative ABPs (see [29, Chapter 4] for definitions and [8,

Lemma 5.2] for the proof). Using structural properties of computa-

tional models and monotonicity, it can be shown that almost all the

interesting monotone complexity classes are border-closed [9, 16].

We also know of certain cases where a class is strictly contained

in its closure. Elementary but clever matrix identities reveal that

closure of width-2 algebraic branching programs is the same as

the closure of general formulas [11]. Together with the results of

[2, 3], this implies that width-2 algebraic branching programs are

not border-closed!
In a similar vein, Kumar [46] showed that the closure of bounded

top-fanin (exponential size) depth-3 circuits is universal whereas
there are polynomials that cannot be computed by their ‘classi-

cal’ counterparts, regardless of the size [18, 46]. A recent work of

Dutta, Dwivedi and Saxena [23] introduced the DiDIL technique

and showed that every polynomial in the closure of bounded top-

fanin depth-3 circuits has a polynomial sized algebraic branching

program. Building on that, Dutta and Saxena [24] showed an ex-

ponential separation between consecutive border classes

∑𝑘 ∏∑
and

∑𝑘+1
∏∑

. Unfortunately, these de-bordering and separation

results are based on characterizations and properties of restricted

classes that are not known for general classes such as VPY and

VNPY .

Adapting interpolation to presentable border. Surprisingly, al-
though interpolation seemed unhelpful on first glance, we show that

a structural modification does indeed help in de-bordering when

we move to presentable border classes. Note that VNP ⊆ VNPY
by definition. For the other direction, to show the containment in

VNP, instead of directly using the definition, we turn to the fol-

lowing criterion of Valiant [78] (also see [13, Prop. 2.20]) which

2
See [11, Corollary 3.10] for an example of debordering through interpolation when a

related measure of approximation called ‘error degree’ is polynomially bounded.
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essentially states that low-degree polynomials whose coefficients

are effectively computable in the boolean world are in VNP in the

algebraic world. Here, we state a version that works over all fields.

For a mathematical object 𝑎, we denote its boolean encoding by ⟨𝑎⟩.

Proposition 2.1 (Valiant’s criterion). Let 𝑓 be a polynomial
in 𝑛 variables of degree poly(𝑛) over a field F such that 𝑓 =

∑
𝒆 𝑐𝒆𝒙

𝒆 .
Suppose that there exists a string function 𝜙 : {0, 1}∗ ↦→ {0, 1}∗ in
#P/poly such that 𝜙 (⟨𝒆⟩) = ⟨𝑐𝒆⟩. Then, the polynomial 𝑓 is in VNP
over the field F.

Remark. Unlike the usual definition of #Pwhich consists of func-

tions mapping {0, 1}∗ to N, we find it more convenient to consider

functions that output binary strings. Coefficients are usually ele-

ments of a finite field F𝑞 of size 𝑝𝑎 (say). Each element in F𝑞 is a

univariate polynomial of degree less than 𝑎 with coefficients from

F𝑝 (see [71, Chapter 19] and [55]). Since F𝑝 is isomorphic to Z
mod 𝑝 , we treat each element of F𝑞 as a list of 𝑎 integers encoded

as a string of length 𝑂 (𝑎 log 𝑝).
Over finite fields we use a weaker version of the criterion in

our proofs, where instead of assuming coefficient function 𝜙 ∈
#P/poly, we assume 𝜙 ∈ #𝑝P/poly [13, Section 4.3]. Formally that

means, there exists a function 𝜓 ∈ #P/poly such that 𝜙 (⟨𝒆⟩) =

𝜓 (⟨𝒆⟩) mod 𝑝 3
. We omit this subtlety wherever it is clear from the

context. Refer Section 3 and the full version of the paper [4] for

various helpful definitions of counting classes.

Consider now a polynomial 𝑓 =
∑

𝒆 𝑐𝒆𝒙
𝒆
in VNPY over the

finite field F𝑞 . We would like to show that the coefficient function

𝜙 : ⟨𝒆⟩ ↦→ ⟨𝑐𝒆⟩ is in #P/poly. We have access to 𝑓 only using the

approximating polynomial 𝑔

𝑔(𝒙, Y) = Y𝑀 𝑓 (𝒙) + Y𝑀+1𝑄 (𝒙, Y),
which is of the following hypercube-sum form

𝑔(𝒙, Y) =
∑︁

𝒂∈{0,1}𝑚
ℎ(𝒙, 𝒂, Y),

for some verifier circuit ℎ ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛, 𝑦1, . . . , 𝑦𝑚, Y], whose
degree in the variables 𝒙 and 𝒚 is bounded by poly(𝑛). Note that ℎ
is not in VP since its degree in Y can be exponential in 𝑛.

We will extract the coefficient of Y𝑀𝒙𝒆 in 𝑔 by carefully choosing
the interpolation points to be roots of unity, whose (multiplicative)

order is ‘only’ exponential. Consequently, we show that the coeffi-

cient 𝑐𝒆 can be obtained as a hypercube sum of an exponential degree
algebraic circuit of polynomial size (Lemma 4.1) We enumerate two

tricky issues that are handled in the proof.

(1) It would not be possible to control the size of this extrac-

tion circuit (over the underlying field F𝑞) if we were to use

the usual definition of VNP, mainly because the Y-constants

might truly require exponential size circuits. Working with

VNPY lets us keep the circuit size small while retaining the

exponentially large degree of Y.

(2) The choice of interpolation points must be careful; otherwise,

just to write down the interpolation formula, we would need

to invert an exponentially large matrix of generic constants,
which would again require circuits of exponential size. In

addition, we need the various points to eventually map to a

3
In a slight abuse of notation, we assume the function𝜓 maps {0, 1}∗ to N.

suitable hypercube {0, 1}ℓ , which places further constraints

on the design of the points.

We solve these problems by using the properties of finite

fields that allow us to transfer to a much better-behaved

Boolean computation model. In particular, we use a multi-

plicative generator 𝜔 of an exponentially large field F𝑞′ to
realize the hypercube points.

Using finite field arithmetic and the closure of the Boolean class

#P under exponential sums, we move from the algebraic world to

the Boolean one (Lemma 4.2). Thus, we show that the algebraic

circuit above (from Lemma 4.1) can be simulated by a (multi-output)

Boolean circuit of polynomial size; furthermore, the hypercube

sum computing the coefficient function is demonstrated in #P/poly.

Valiant’s criterion (Proposition 2.1) now implies that the polynomial

𝑓 is indeed in VNP.

2.2 Factor Closure over Finite Fields
The two classical paradigms involved in factoring multivariate poly-

nomials are Hensel lifting and Newton iteration (see, e.g. [80, 81]),

which have historical origins in complex analysis. Since the founda-

tional results of Kaltofen on uniform closure of the class VP under

taking factors, variants of these techniques have been used success-

fully to study factors of classes inside VP, such as sparse polynomi-

als [5, 32, 51, 82], polynomials with bounded-depth circuits [26, 61]

and bounded individual degree [61], algebraic branching programs

[36, 41, 74] and even classes beyond VP such as VNP [21] and poly-

nomials of exponential degree [25], not only to show closure results,

but also to provide factoring algorithms. There have been many

proofs of the original VP closure result itself. See [13, 20, 25, 45, 61]

for some alternate ones.

Various proofs and techniques introduced in these works have

evolved to provide applications in various areas of computer science,

for instance hardness-randomness tradeoffs [1, 21, 26, 34, 37, 47,

48], polynomial identity testing [45, 72], coding theory [35, 76],

cryptography [19], proof complexity [31], convex optimization [62]

and more. See [28, 69] for an introduction and survey of polynomial

factoring.

In a recent work, VNP was proved to be closed under factoring

over fields of characteristic zero [21]. A crucial step in their proof,

which involves approximating a root of a polynomial to increasingly

higher precision using Newton iteration, fails to work over finite

fields (a more important case in computer science applications).

To prove that the class VNP is closed under factoring over fields

of positive characteristic 𝑝 , we reduce the problem to two cases.

Let 𝑓 be a polynomial in VNP. Following [20], we have one of the
following:

(1) The polynomial 𝑓 = 𝑢𝑒 is a power of a factor 𝑢.

(2) The polynomial 𝑓 = 𝑢 ·𝑣 is a product of co-prime polynomials

𝑢 and 𝑣 .

We would like to show that the factor 𝑢 is in VNP in both cases.

The proof of Case 2 (Lemma 5.3) uses slight modifications of stan-

dard techniques developed over the years [21, 39, 45]. We first

transform the polynomial so that it is monic and bi-variate. We

start the Hensel lifting process with two coprime univariate factors

and lift them to high enough precision (with respect to a degree

measure). We use a version of the lift that automatically gives us



A Presentable Version of Border Complexity STOC ’24, June 24–28, 2024, Vancouver, BC, Canada

the factors at the end. To finally show that the factor we obtain is

in VNP, we use a one-shot analysis as in [21].

Over fields of characteristic zero, it can be shown that proving

Case 2 is sufficient (see proof of [20, Lemma 1.3]). However, in a

finite field F𝑞 , this reduction only works if the characteristic 𝑝 of the

field does not divide the exponent 𝑒 (we can call this the separable
case). Our main contribution is showing that if 𝑓 = 𝑢𝑝

𝑘
for some

𝑘 ≥ 1, then 𝑢 is in VNP (Lemma 5.2). Using this result, we can then

handle all powers (Lemma 5.4).

All previous known techniques fail in the case where the ex-

ponent 𝑒 is a prime power. Inspired by the proof of Theorem 1.3,

we take a completely different approach. Consider the simple case

where 𝑓 = 𝑢𝑝 . The coefficients of 𝑢 and coefficients of 𝑓 are related

by a simple Frobenius action. It turns out that Valiant’s criterion

(Proposition 2.1) for a polynomial being in VNP also has a converse

(Lemma 5.5). It was remarked in [54, Section 6] that the fact has

been observed before in [64], though we could not find a written

reference
4
. We give an independent proof for finite fields in this

paper by first noting that any coefficient of a VNP polynomial can

be obtained as a hypercube-sum of evaluations of a VP circuit. Next,

we use ideas similar to the proof of Theorem 1.3 to convert the

algebraic expression thus obtained to a Boolean #P/poly circuit.

Since 𝑓 ∈ VNP, the inverse of Valiant’s criterion gives us that

its coefficient function is in #P/poly. We obtain the coefficients of

𝑢 by performing an inverse Frobenius transformation, which we

demonstrate in #P/poly. Finally, using Valiant’s criterion in the

forward direction, we see that the factor 𝑢 is in VNP.

3 PRELIMINARIES
Throughout the paper, we refer and use well-known structural

results of Algebraic Complexity Theory. In this section we will for-

mally state them, and provide relevant references to comprehensive

discussion on them.

Homogenisation. For a degree-𝑑 polynomial 𝑓 , we denote its

degree-𝑘 homogeneous components by Hom𝑘 (𝑓 ). Similarly, we

define Hom≤𝑘 (𝑓 ) equal to
∑
𝑖∈[𝑘 ] Hom𝑘 (𝑓 ). The following well-

known structural result proves that given a blackbox access to a

circuit computing the polynomial 𝑓 , we can construct a circuit that

computes all its homogeneous components. Refer [73, Theorem

2.2] for the proof.

Lemma 3.1 (Homogenisation). Consider an 𝑛-variate polyno-
mial 𝑓 :=

∑
𝑖∈[𝑑 ] 𝑐𝑖 (𝒚)𝑥𝑖 computable by a circuit of size 𝑠 over

F. Then size(𝑐𝑖 ) is at most poly(𝑠, 𝑛, 𝑑), for all 𝑖 ∈ [𝑑]. Moreover,
size(Hom≤𝑑 (𝑓 )) is at most poly(𝑠, 𝑛, 𝑑).

We will invoke the lemma to homogenise the Hensel lifting circuit,

constructed in the proof of Lemma 5.9.

Hypercube-sum of Formulas. An algebraic circuit is called a

formula, if the underlying graph is a tree. In Definition 1.1 we de-

fined the class VNP as hypercube-sum of small size circuits. Valiant
proved in [79] that these polynomials can be equivalently computed

by a hypercube-sum of small size formulas. Refer [13, Theorem

2.13] and [54, Theorem 2] for the proof. A direct consequence of

4
Perifel communicated to us a proof that over Q, the coefficients of constant-free VNP
families (see [53]) are in GapP/poly.

the equivalence is the following structural lemma, that helps in

proving closure properties of VNP in Lemma 5.1.

Lemma 3.2 (Verifier formula). Consider an 𝑛-variate polyno-
mial 𝑓 of degree 𝑑 computable by a circuit of size 𝑠 over F. Then,
there is a verifier polynomial ℎ, with𝑚 and the formula size of ℎ both
bounded by poly(𝑠, 𝑛, 𝑑), satisfying the hypercube-sum expression∑︁

𝒂∈{0,1}ℓ
ℎ(𝑥1, . . . , 𝑥𝑛, 𝑎1, . . . , 𝑎ℓ ) = 𝑓 .

Counting and functional complexity classes.We will review

some of the computational complexity classes used in our proofs

and discuss some standard closure results. For details refer to [14,

Section 4.3] and [44, Section 2.2]. For a more comprehensive dis-

cussion refer to [63]. For a natural number 𝑟 , ⟨𝑟 ⟩ ∈ {0, 1}∗ denotes
the binary encoding of 𝑟 .

Definition 3.3 (#P and FP). The complexity class #P is defined as

the set of string functions𝜓 : {0, 1}∗ → {0, 1}∗ such that there is a

language 𝜒 ∈ P satisfying𝜓 (𝒙) = ⟨|𝑆 |⟩ where

𝑆 =

{
𝒚 ∈ {0, 1}poly( |𝑥 | )

: (𝒙,𝒚) ∈ 𝜒

}
.

Further, a function𝜓 is in FP if there exists a Turing machine that

computes𝜓 (𝒙), for all inputs 𝒙 ∈ {0, 1}∗, in time poly( |𝒙 |).

It is easy to show that FP is contained in #P (refer [70, Lemma 8]).

For finite fields F𝑞 where 𝑞 = 𝑝𝑎 , a more useful class for our proofs

is #𝑝P.

Definition 3.4 (#𝑝P). The complexity class #𝑝P is defined as the

set of functions 𝜓 : {0, 1}∗ → {0, 1}∗ such that there exists a

function Ψ ∈ #P satisfying

𝜓 (𝒙) ≡ Ψ(𝒙) mod 𝑝.

Any counting class can be extended to its corresponding non-

uniform version where the functions accept an advice string, in

addition to the input string, for computation.

Definition 3.5 (Non-uniform complexity classes). The complexity

class C/poly is defined as the set of functions 𝜙 : {0, 1}∗ → {0, 1}∗
such that there exists a𝜓 in class C and a polynomial length advice

function 𝛼 : N→ {0, 1}∗ satisfying 𝜙 (𝒙) = 𝜓 (𝒙, 𝛼 ( |𝒙 |)).

We remark that the advice function 𝛼 in the definition above only

depends on the length of the input. Moreover, for all𝑛 ∈ N, |𝛼 (𝑛) | ≤
poly(𝑛).

4 PRESENTABLE IS EXPLICIT
To prove Theorem 1.3, we will begin by stating two essential lem-

mas of our paper which will help us in designing effective coefficient

functions of large degree polynomials. The following lemma shows

that the polynomials computable by the hypercube-sum of small

sized circuits are ‘closed’ under coefficient extraction, i.e. there is a

similar algebraic expression for each coefficient. This is like interpo-

lation, but as the degree and number of monomials is exponential,

we desire to achieve an algebraic expression that is well structured.

Lemma 4.1 (Exponential interpolation). Let 𝑠 := poly(𝑟, log𝑞)
and 𝑔 =

∑
𝒆 𝑐𝒆𝒚

𝒆 be an 𝑟 -variate polynomial over F𝑞 of degree
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𝐷 := exp(𝑠) such that 𝑔 =
∑
𝒂∈{0,1}𝑚 ℎ(𝒚, 𝒂) for some polynomial ℎ

with𝑚, size(ℎ) ≤ 𝑠 .
Then, taking 𝒆 as input there exists a polynomial 𝑡𝒆 over a finite

field extension F𝑞′ , 𝑞′ ≤ poly(𝐷), such that the coefficient 𝑐𝒆 =∑
𝒃∈{0,1}ℓ 𝑡𝒆 (𝑏1, . . . , 𝑏ℓ ) , where ℓ and size(𝑡𝒆) are at most poly(𝑠).

In the subsequent lemma we show that the resulting hypercube

sum above can be converted into a boolean function in #P/poly
(refer the remark following Proposition 2.1). The two lemmas to-

gether build up the correct setup to invoke Valiant’s criterion. Recall

𝑠 = poly(𝑟, log𝑞).

Lemma 4.2 (Algebraic to boolean complexity). Consider an
exponent vector 𝒆 ∈ {0, . . . , 𝐷}𝑟 , and let the coefficient of 𝒚𝒆 in 𝑔 ∈
F𝑞 [𝑦1, . . . , 𝑦𝑟 ], denoted by 𝑐𝒆 , be computable by a polynomial 𝑡𝒆 over
a finite field extension F𝑞′ , 𝑞′ ≤ poly(𝐷) ≤ 2

𝑂 (𝑠 ) , as follows:

𝑐𝒆 =
∑︁

𝒃∈{0,1}ℓ
𝑡𝒆 (𝑏1, . . . , 𝑏ℓ ) , (1)

where ℓ and size(𝑡𝒆) are at most poly(𝑠). Then, with 𝑠 as the input-
size parameter, there exists a function 𝜙𝑔 in #P/poly that computes
𝜙𝑔 (⟨𝒆⟩) = ⟨𝑐𝒆⟩.

We will defer the proof of the lemmas to the full version of our

paper [4]. Meanwhile, we will use the technical lemmas to give the

complete proof of our first main result.

Proof of Theorem 1.3. Consider a polynomial (family) 𝑓 = 𝑓𝑛 ∈
F𝑞 [𝑥1, . . . , 𝑥𝑛] in VNPY of degree 𝑑 , which is approximated by

𝑔 ∈ F𝑞 [Y, 𝑥1, . . . , 𝑥𝑛] as per Definition 1.2. Let the VNPY size param-

eters of 𝑔 be (𝑠, 𝑠), where 𝑠 := poly(𝑛) and 𝑑 := deg𝒙 (𝑔) ≤ poly(𝑠).
The size of the verifier circuit ℎ from Definition 1.2 is bounded

by 𝑠 , hence the degree 𝐷 := degY (ℎ) ≤ 2
𝑠
(as, w.l.o.g., ℎ has

multiplication-fanin two).

Using Lemma 4.1 on 𝑔, followed by applying Lemma 4.2, gives a

#P/poly function 𝜙𝑔 which computes the encoding of coefficients of

𝑔. The coefficient of a monomial 𝒙𝒆 in 𝑓 is the coefficient of Y𝑀 · 𝒙𝒆
in the approximating polynomial 𝑔. Observe that if

𝑓 =
∑︁

𝒆∈{0,...,𝑑 }𝑛
𝑐𝒆 · 𝒙𝒆, (2)

then ⟨𝑐𝒆⟩ = 𝜙𝑔 (𝑀, 𝑒1, . . . , 𝑒𝑛). From the definition of VNPY , we
know that𝑑, log(𝑀) ≤ poly(𝑛). So, using Valiant’s criterion (Propo-
sition 2.1) we conclude that 𝑓 is in VNP. □

4.1 Application: Deborder Factors
Motivated from the discussion in Section 1.2, we formally define

the presentable class VPY below.

Definition 4.3 (Presentable VP). The presentable border class VPY
is defined as the set of polynomials 𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛] such that there
is an approximating polynomial 𝑔 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛] satisfying

𝑔(𝒙, Y) = Y𝑀 𝑓 (𝒙) + Y𝑀+1𝑄 (𝒙, Y),
for some 𝑄 ∈ F[Y] [𝑥1, . . . , 𝑥𝑛] and𝑀 ∈ N. Moreover, sizeF (𝑔) and
deg𝒙 (𝑔) is bounded by poly(𝑛).

Although, 𝑔 has a small size circuit, we emphasise that the degree

of Y-polynomials in 𝑔 is unrestricted. Further, it is apparent from

the definitions that VP ⊆ VPY ⊆ VNPY . A factor is called separable
when it is irreducible and has multiplicity coprime to the charac-

teristic of the field. Bürgisser proved in [14, Theorem 1.3], that the

class VPY contains all the low-degree separable factors of circuits of
small size. Note that, over the field of characteristic zero the result

will hold for all the low-degree factors. We state it formally in the

following lemma.

Lemma 4.4. Let 𝑞 := 𝑝𝑎 and 𝑒 be a positive integer coprime to
𝑝 . Consider a polynomial (family) 𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] satisfying
𝑓 = 𝑢𝑒𝑣 , where 𝑢 is irreducible and coprime to 𝑣 , such that size(𝑓 )
and deg(𝑢) is at most 𝑠 := poly(𝑛, log𝑞). Then we have 𝑢 in VPY .

Remark. We make a few observations.

(1) In case 𝑓 = 𝑢𝑒 , Kaltofen [39] showed that 𝑢 is VP.
(2) Bürgisser [14] proved that the low-degree factor 𝑢 is in VP.

Moreover, he remarked that, in his proof, the required poly-

nomials in F[Y] do have small circuit-complexity (refer the

remark following [14, Definition 2.1]). For completeness, we

give the proof for 𝑢 ∈ VPY in the full version of our paper

[4].

As an application of the debordering result over finite fields in

Theorem 1.3, we prove that the low-degree separable factors of

small size circuits are explicit.

Corollary 1.5 (Formally restated). Let 𝑞 := 𝑝𝑎 and 𝑒 be a pos-
itive integer coprime to 𝑝 . Consider a family of polynomial 𝑓 ∈
F𝑞 [𝑥1, . . . , 𝑥𝑛] and its irreducible factor 𝑢 satisfying 𝑓 = 𝑢𝑒𝑣 , 𝑢 co-
prime to 𝑣 , such that size(𝑓 ) and deg(𝑢) is poly(𝑛, log𝑞). Then, the
polynomial (family) 𝑢 is in VNP.

Proof. We learn from Lemma 4.4 that the polynomial family

𝑢 ∈ VPY . Moreover, VPY is contained in VNPY by definition. As over
F𝑞 , Theorem 1.3 proves VNPY = VNP, hence 𝑢 ∈ VNP.

□

5 VNP IS FACTOR CLOSED
In a pioneering work, Valiant [78], defined VNP as a class of poly-

nomials which can be expressed as hypercube sum of a VP circuit

(Definition 1.1). In a subsequent work [79], Valiant showed that

VNP agrees with many fundamental closure properties, making it

the commonly accepted definition of explicit polynomials in Alge-

braic Complexity Theory. Some of these properties are crucially

required in our proofs and discussed in the following lemma.

Lemma 5.1 (VNP closure properties). For all 𝑖 ∈ [𝑡], let 𝑓𝑖 ∈
F[𝑥1, . . . , 𝑥𝑛, 𝑦1, . . . , 𝑦𝑚] be polynomials in VNP over F, where 𝑡 is
at most poly(𝑛,𝑚). Then the following closure properties hold:

(1) Addition and Multiplication: Let 𝑓+ :=
∑
𝑖∈[𝑡 ] 𝑓𝑖 , and 𝑓× :=∏

𝑖∈[𝑡 ] 𝑓𝑖 . Then 𝑓+ and 𝑓× are in VNP.
(2) Coefficient Extraction: For all 𝑖 ∈ [𝑡], let 𝑓𝑖 =

∑
𝒆 𝑐𝒆 (𝒙) · 𝒚𝒆 .

Then for all exponent vectors 𝒆, the coefficient 𝑐𝒆 is also a
polynomial in VNP.

(3) Composition: Let 𝑔 be a 𝑡-variate polynomial in VNP. Then
𝑔(𝑓1, . . . , 𝑓𝑡 ) is in VNP.

For completeness we give the proof of the lemma in the full version

of our paper [4]. Meanwhile we state the three technical lemmas
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that help us prove Theorem 1.6, specifically for the case of poly-

nomial factoring in small characteristic fields. The first lemma is

our main contribution that handles the ‘pure’ inseparable case of

factoring.

Lemma 5.2 (Prime power). Let 𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] be a polyno-
mial in VNP. If there is a polynomial 𝑢 and a positive integer 𝑖 such
that 𝑓 = 𝑢𝑝

𝑖
, then the factor 𝑢 is in VNP.

Lemma 5.3 (Coprime factors). Let 𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] be a poly-
nomial in VNP. If there are co-prime polynomials 𝑢 and 𝑣 such that
𝑓 = 𝑢 · 𝑣 , then the factor 𝑢 is in VNP.

We defer the proof of the above fundamental lemmas to the

subsequent two sub-sections. For now, we use them to prove an

essential lemma that deals with the ‘radical’ computation in VNP.

Lemma 5.4 (Any power). Let 𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] be a polynomial
in VNP. If there is a polynomial 𝑢 and an arbitrary positive integer 𝑒
such that 𝑓 = 𝑢𝑒 , then the factor 𝑢 is in VNP.

Proof. Let 𝑒 := 𝑝𝑖 · �̂� , and 𝑢1 := 𝑢𝑝
𝑖
, such that 𝑝 does not divide

�̂� . Note that, when �̂� = 1 then Lemma 5.2 finishes the proof. When

�̂� > 1, we associate a polynomial 𝑓 with a new variable 𝑧 as follows:

𝑓 := 𝑧𝑒 − 𝑓 = 𝑧𝑒 − 𝑢𝑒
1

= (𝑧 − 𝑢1) ·
(
𝑧𝑒−1 + 𝑧𝑒−2𝑢1 + · · · + 𝑢𝑒−1

1

)
=: 𝑢2 (𝑧) · 𝑢3 (𝑧) .

For contradiction sake, assume that 𝑢2 and 𝑢3 share a factor, and

hence are not co-prime. This implies that 𝑢1 must be a root of 𝑢3,

which gives 𝑢3 (𝑢1) = �̂� · 𝑢𝑒−1

1
= 0. However, since �̂� > 1 and 𝑢1

is non-zero, it follows that the characteristic 𝑝 divides �̂� , which

contradicts our choice of �̂� .

Observe that 𝑧𝑒 is trivially in VNP, hence we obtain that 𝑓 is in

VNP. Since 𝑢2 and 𝑢3 are co-prime, we invoke Lemma 5.3 to shows

that 𝑢2 is in VNP, and therefore 𝑢1 is in VNP. We finish the proof

by using Lemma 5.2 on 𝑢1 to finally prove that 𝑢 is in VNP. □

With all the essential ingredients in place, we are now ready to

prove the second main result of our paper. We will restate Theo-

rem 1.6 formally, which proves the closure of VNP under factoring

over all fields.

Theorem 1.6 (Formally restated). Let F be a field of any charac-
teristic. Consider a polynomial 𝑓 ∈ F[𝑥1, . . . , 𝑥𝑛] in the class VNP
and let 𝑢 be its arbitrary factor. Then, we have 𝑢 in VNP.

Proof. Over fields of characteristic zero, it was proved in [21,

Theorem 2.8] that 𝑢 is in VNP. Here we consider the hitherto un-
solved case of small prime characteristic. In particular, when F = F𝑞 ,
where 𝑞 =: 𝑝𝑎 for some prime 𝑝 < deg(𝑓 ).

Pick the largest integer 𝑒 ≥ 1 and the polynomial 𝑣 over F𝑞
satisfying 𝑓 =: 𝑢𝑒𝑣 . If 𝑣 = 1, then Lemma 5.4 proves that 𝑢 is in

VNP.
If 𝑢 and 𝑣 are co-prime, then we conclude using Lemma 5.3 and

Lemma 5.4.

In the last case, there exists an irreducible polynomial 𝑤 ∈
F𝑞 [𝑥1, . . . , 𝑥𝑛] that divides both 𝑢 and 𝑣 . Consider 𝑢1 := 𝑤𝑒′

and

𝑣1 := (𝑓 /𝑢1) such that 𝑢1, 𝑣1 are coprime factors of 𝑓 . Again, using

Lemma 5.3 and Lemma 5.4 we get that𝑤 is in VNP. Repeat this for

all the irreducible factors of 𝑢, and use the fact that VNP is closed

under multiplication (Lemma 5.1); this concludes the proof of 𝑢

being in VNP. □

5.1 Factoring Prime Powers or Valiant’s
Converse

To prove Lemma 5.2, we show that the coefficients of the factor

polynomial 𝑢 can be computed effectively, and thus use Valiant’s

criterion to prove the claim. We will argue that coefficients of 𝑢 can

be obtained from the coefficient function of 𝑓 . Therefore, it would

suffice to design an effectively computable coefficient function for

𝑓 , give that it is in VNP. To that effect, we prove the converse of
Valiant’s criterion, over finite fields.

Lemma 5.5 (Converse of Valiant’s criterion). Let 𝑓 =
∑

𝒆 𝑐𝒆 ·
𝒙𝒆 be a polynomial in VNP over F𝑞 . Then, there exists a function 𝜙 𝑓
in #P/poly such that for all 𝒆, 𝜙 𝑓 (⟨𝒆⟩) = ⟨𝑐𝒆⟩.

Proof. Let 𝐷 := deg(𝑓 ) and the VNP size parameters of 𝑓 be

(𝑠, 𝑠) where 𝑠 := poly(𝑛, log𝑞). Using the exponential-interpolation
in Lemma 4.1, with 𝐷 = poly(𝑠), we can prove that each coefficient

𝑐𝒆 of 𝑓 is a hypercube-sum of small-circuit evaluations, with pa-

rameters (poly(𝑠), poly(𝑠)) 5. That is, there is a polynomial 𝑡𝒆 over

a finite field extension F𝑞′ , 𝑞
′ ≤ poly(𝑠), such that

𝑐𝒆 =
∑︁

𝒃∈{0,1}ℓ
𝑡𝒆 (𝑏1, . . . , 𝑏ℓ ),

where ℓ and size(𝑡𝒆) are at most poly(𝑠). Next, moving to the

boolean world, Lemma 4.2 shows that such an algebraic repre-

sentation can be transformed to obtain the coefficient function

𝜙 𝑓 ∈ #P/poly such that 𝜙 𝑓 (𝒆) = ⟨𝑐𝒆⟩. □

Recall that over finite fields, and for our purposes, we work with

a weaker version where coefficient function is in #𝑝P/poly instead.

Refer to the remark following Proposition 2.1.

As mentioned earlier, with the coefficient function of 𝑓 in place,

we need a way to map the coefficients of 𝑓 to 𝑢. Following is a well-

known claim from Algebra, that will help us map the coefficients.

Claim 5.6 (Frobenius Homomorphism). Let R be a commutative
ring of characteristic 𝑝 . Define a map 𝜌 : R → R as 𝜌 (𝑢) = 𝑢𝑝

𝑖
. Then,

𝜌 is a ring homomorphism. Moreover, when R is a finite field F𝑞 , then
𝜌 is an automorphism that fixes F𝑝𝑖 .

We now have all the necessary tools needed to prove the lemma.

Proof of Lemma 5.2.Given that 𝑓 = 𝑢𝑝
𝑖
, suppose𝑢 =:

∑
𝒂∈𝐿 𝑐𝒂𝒙

𝒂
,

where the support 𝐿 represents the set of exponent vectors associ-

ated to 𝑢. Essentially, Claim 5.6 allows us to distribute the prime

power over addition as follows:

𝑓 = 𝑢𝑝
𝑖

=

(∑︁
𝒂∈𝐿

𝑐𝒂 · 𝒙𝒂
)𝑝𝑖

=
∑︁
𝒂∈𝐿

(𝑐𝒂)𝑝
𝑖

𝒙𝑝
𝑖 ·𝒂 .

The last expression above clearly associates the coefficients of 𝒙𝑝
𝑖 ·𝒂

in 𝑓 to coefficients of 𝒙𝒂 in 𝑢. Since 𝑓 is in VNP, Lemma 5.5 guar-

antees a #P/poly function 𝜙 𝑓 such that the following congruence,

in the finite field F𝑞 , is true for all 𝒂 ∈ 𝐿:

5
The same conclusion can be made from VNP closure properties stated in Lemma 5.1.
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(
𝜙 𝑓

(
𝑝𝑖 · 𝒂

))
1/𝑝𝑖

= 𝜙 𝑓 (𝑝𝑖 · 𝒂)𝑞/𝑝
𝑖

= 𝜙 𝑓 (𝑝𝑖 · 𝒂)𝑝
𝑎−𝑖

=: 𝜙𝑢 (𝒂) = ⟨𝑐𝒂⟩ .

Since #P/poly functions are closed under repeated-squaring, we

conclude that 𝜙𝑢 ∈ #P/poly. Invoking Proposition 2.1 on 𝜙𝑢 proves

that the factor 𝑢 ∈ VNP. □

5.2 Factoring Co-prime Factors
The proof of Lemma 5.3 adheres to the conventional template of

factoring, pioneered by Kaltofen, using Hensel’s lifting lemma. We

will follow the presentation of [45, 74, 77]. It commences with a

series of preprocessing procedures that brings the polynomial in

the right setup to invoke the lifting lemma, which uniquely gives

the factor. We will elucidate all the steps, and along the way analyse

the VNP size parameters to ultimately conclude the proof.

Transformation to monic polynomial. Let 𝛼 ∈ F𝑛𝑞 such that

𝛼 := (𝛼1, . . . , 𝛼𝑛). Define a homogeneous shiftmap𝜏𝛼 : F𝑞 [𝑥1, . . . , 𝑥𝑛] →
F𝑞 [𝑥, 𝑥1, . . . , 𝑥𝑛] such that for all 𝑖 ∈ [𝑛], it maps 𝑥𝑖 ↦→ 𝑥𝑖 + 𝛼𝑖 · 𝑥 .
Let 𝑓𝛼 := 𝜏𝛼 (𝑓 ) and observe that deg(𝑓𝛼 ) = deg(𝑓 ) =: 𝑑 . Isolating

the coefficient 𝑐𝒆 of the leading term 𝑥𝑑 of 𝑓𝛼 gives

𝑐𝒆 =:

∑︁
|𝒆 |=𝑑

�̂�𝒆 · 𝛼𝑒1

1
. . . 𝛼

𝑒𝑛
𝑛 .

PIT lemma guarantees that with high probability, a random choice

of 𝛼 ensures 𝑐𝒆 is a non-zero field element (refer to [73, Lemma 4.2]).

Then, 𝑓𝛼/𝑐𝒆 is a monic polynomial in 𝑥 . Further, if (𝑠, 𝑠) is the VNP
size parameters of 𝑓 , then the parameters for 𝑓𝛼 are (𝑠, 𝑠 +𝑂 (𝑛)).
When the field is too small, to pick the right 𝛼 , we can obtain it from

a field extension K of degree at most poly(deg(𝑓 )). Since arithmetic

operations over K can be efficiently simulated in F (refer to [13,

Proposition 4.1]), we will assume K = F𝑞 without loss of generality.

Multivariate to bi-variate factoring. We can reduce the prob-

lem of multivariate factoring to the bi-variate case. For notational

convenience, we redefine 𝑓𝛼/𝑐𝑒 as 𝑓𝛼 and associate a polynomial

¯𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] [𝑥,𝑦] as follows: ¯𝑓 (𝑥,𝑦) := 𝑓𝛼 (𝑥,𝑦𝑥1 + 𝑎1, 𝑦𝑥2 +
𝑎2, . . . , 𝑦𝑥𝑛 + 𝑎𝑛), where a ∈ F𝑛𝑞 is a point.

If 𝑓𝛼 is monic and 𝑢𝛼 is its monic irreducible factor, then 𝑢 :=

𝑢 (𝑥,𝑦𝑥1 + 𝑎1, . . . , 𝑦𝑥𝑛 + 𝑎𝑛) is a monic irreducible factor of
¯𝑓 , see

[74, Lemma 3.10]. In addition to this bi-variate transformation, the

scaling and shifting of variables sets up the starting point for the

lifting lemma. Refer to [23, Section 2.2] and [74, Section 3.5].

Claim 5.7 (Initialize Hensel lifting). Let 𝑓 = 𝑢 · 𝑣 be such
that 𝑢, 𝑣 are co-prime polynomials. Then the associated univariate
factors 𝑢 (𝑥, 0) and 𝑣 (𝑥, 0) of ¯𝑓 (𝑥, 0) are co-prime.

Note that, the factor𝑢 can be recovered easily from𝑢 by performing

an inverse linear-transformation of the coordinate shift. Further,

the polynomial
¯𝑓 (𝑥,𝑦) remains monic in 𝑥 and is in VNP with size

parameters (𝑠, 𝑠 +𝑂 (𝑛)).
Hensel’s Lifting. Let us re-assign 𝑓 = ¯𝑓 for notational simplic-

ity. Recall that 𝑓 (𝑥,𝑦) is monic in 𝑥 , therefore 𝑓0 := 𝑓 (𝑥, 0) ∈ F𝑞 [𝑥]
is a univariate polynomial of degree 𝑑 . Since 𝑓0 can have at most 𝑑

factors, 𝑢0 := 𝑢 (𝑥, 0) and 𝑣0 := 𝑣 (𝑥, 0) are in VNP with parameters

(1,𝑂 (𝑑)). We will use the following ever-famous Hensel’s Lifting

lemma from number theory to lift the roots uniquely (mod 𝑦).

For a detailed discussion on the specific monic version of the

Lifting lemma required for our proof, we encourage the readers

to refer [45, Lemma 3.4]. For the rest of the section we assume

K := F𝑞 [𝑥1, . . . , 𝑥𝑛] as the base ring of the bivariate polynomials

in 𝑥,𝑦.

Lemma 5.8 (Monic Hensel’s Lifting). Let 𝑓 = 𝑢 · 𝑣 ∈ K[𝑥,𝑦]
be such that 𝑢, 𝑣 are co-prime, and 𝑢 is monic in 𝑥 . Additionally,
we are given 𝑢0 ≡ 𝑢 mod 𝑦 and 𝑣𝑜 ≡ 𝑣 mod 𝑦 such that 𝑎0𝑢0 +
𝑏0𝑣0 ≡ 1 mod 𝑦. Then for all natural numbers 𝑘 ≥ 1 there exist
𝑢𝑘 , 𝑣𝑘 , 𝑎𝑘 , 𝑏𝑘 ∈ K[𝑥,𝑦] satisfying the following:

(1) 𝑢𝑘 ≡ 𝑢𝑘−1
mod 𝑦2

𝑘−1

and 𝑣𝑘 ≡ 𝑣𝑘−1
mod 𝑦2

𝑘−1

.
(2) 𝑓 ≡ 𝑢𝑘 · 𝑣𝑘 mod 𝑦2

𝑘
such that 𝑎𝑘𝑢𝑘 +𝑏𝑘𝑣𝑘 ≡ 1 mod 𝑦2

𝑘
and

𝑢𝑘 is monic in 𝑥 .
(3) 𝑢𝑘 ≡ 𝑢 mod 𝑦2

𝑘
and 𝑣𝑘 ≡ 𝑣 mod 𝑦2

𝑘
.

Moreover, for every 𝑘 , the lifted factors 𝑢𝑘 and 𝑣𝑘 are unique polyno-
mials mod𝑦2

𝑘
.

Hensel’s Lifting is a technical, but a very powerful tool which

gives explicit formulas for the lifted factors. Its basic idea is to take

the error of the previous step and feed it back to the next step.

Consider the difference polynomial𝑚𝑘 := 𝑓 − 𝑢𝑘−1
𝑣𝑘−1

. Then the

polynomials 𝑢𝑘 := 𝑢𝑘−1
+ 𝑏𝑘−1

𝑚𝑘 and 𝑣𝑘 := 𝑣𝑘−1
+ 𝑎𝑘−1

𝑚𝑘 are

valid lifts of the factors 𝑢 and 𝑣 . However, to obtain monic, and

therefore unique lifts, we need some correction. Let 𝑞𝑘 , 𝑟𝑘 ∈ K[𝑥,𝑦]
be such that

(𝑢𝑘 − 𝑢𝑘−1
) =: 𝑦2

𝑘−1

· (𝑞𝑘𝑢𝑘−1
+ 𝑟𝑘 ) ,

where deg𝑥 (𝑟𝑘 ) ≤ deg𝑥 (𝑢𝑘−1
). The existence of these polynomials

is guaranteed by Euclid’s division algorithm. Then the unique, and

monic, lifts are defined as follows:

𝑢𝑘 := 𝑢𝑘−1
+ 𝑦2

𝑘−1

𝑟𝑘 (3)

𝑣𝑘 := 𝑣𝑘

(
1 + 𝑦2

𝑘−1

𝑞𝑘

)
. (4)

It is easy to verify that they are the valid lifts as per Lemma 5.8.

Refer [45, Lemma 3.4] for rigorous calculations. In addition, let

𝑤𝑘 := 𝑎𝑘−1
𝑢𝑘 + 𝑏𝑘−1

𝑣𝑘 , then the lifted factors remain (pseudo-)co-

prime (mod 𝑦2
𝑘 ) with Bézout identity holding using the following

polynomials:

𝑎𝑘 := 𝑎𝑘−1
(1 −𝑤𝑘 )

𝑏𝑘 := 𝑏𝑘−1
(1 −𝑤𝑘 ) .

Size analysis. We choose an integer 𝑡 ≥ log(deg𝑦 (𝑢)) + 1 and

repeatedly use the Lifting lemma 𝑡 times to obtain the factor 𝑢𝑡 ≡ 𝑢

mod 𝑦2
𝑡
. Since the lifted factors are unique, 𝑢 can be obtained from

𝑢𝑡 by truncating it to deg𝑦 (𝑢). Given that 𝑓 ∈ VNP, the factor

𝑢 ∈ VNP can be proved using the following technical lemma. It

proves that given the coefficients of polynomial 𝑓 in variables

𝑥1, . . . , 𝑥𝑛 , there is a small circuit which computes the lifted factor

𝑢.

Lemma 5.9 (Hensel in circuits). Let 𝑓 = 𝑢 · 𝑣 ∈ K[𝑥,𝑦] be a
degree 𝑑 polynomial such that 𝑢, 𝑣 are co-prime and 𝑢 is monic in 𝑥 .
The polynomials 𝑢0, 𝑣0, 𝑎0, 𝑏0 are defined as before. Let 𝐿 be the set of
exponent vectors of 𝑓 such that 𝑓 =:

∑
𝒆𝑖 ∈𝐿 𝑐𝒆𝑖 (𝑥1, . . . , 𝑥𝑛) · 𝑥𝑒𝑖1𝑦𝑒𝑖2 .
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Given the coefficients 𝑐𝒆1
, . . . , 𝑐𝒆 |𝐿 | as input, there exists a circuit

𝐶
(𝑡 )
𝑢 over F𝑞 which computes Hom≤𝑑 (𝑢𝑡 )6. Further, there is a con-

stant 𝛽 ≥ 2 such that the size of the circuit𝐶 (𝑡 )
𝑢 is at most poly(𝑑, 𝛽𝑡 ),

and intermediate degrees at most (𝑑𝛽𝑡 ).

Proof. Given all the coefficients of the polynomial 𝑓 , observe

that we can construct a sub-circuit 𝐶𝑓 of size 𝑠𝑓 := poly(𝑑) that
computes 𝑓 . Then, the proof is an easy consequence of the following

inductive analysis on 𝑡 .

The base case is easy to analyse. Let 𝐶
(𝑡−1)
𝑢 ,𝐶

(𝑡−1)
𝑣 ,𝐶

(𝑡−1)
𝑎 , and

𝐶
(𝑡−1)
𝑏

be the circuits that compute 𝑢𝑡−1, 𝑣𝑡−1, 𝑎𝑡−1 and 𝑏𝑡−1 re-

spectively, as described in Hensel’s lifting Lemma 5.8. Let the size

of all the circuits be at most 𝑠𝑡−1 := poly(𝑑, 𝛽𝑡−1). Together with
𝐶𝑓 , the difference polynomial𝑚𝑘 can be easily computed in size

𝑠𝑓 +𝑂 (𝑠𝑡−1) 7
. Then observe that size(𝑢𝑡 ) and size(𝑣𝑡 ) is at most

𝑠𝑓 +𝑂 (𝑠𝑡−1). To facilitate the lifting process, the quotient 𝑞𝑘 and

remainder 𝑟𝑘 can be computed with additional poly(𝑑) size (refer
[45, Lemma 2.8] and [81, Lemma 9.6]). Using these as sub-circuits,

we obtain𝐶𝑡
𝑢 and𝐶𝑡

𝑣 with additional constant number of gates from

Equations 3 and 4. Overall, the size of the lifted polynomials grows

by a constant factor and, hence, the overall size of both the circuits

is at most 𝑠𝑡 := 𝑠𝑓 +𝑂 (𝑠𝑡−1) +poly(𝑑) +𝑂 (𝛽) ≤ poly(𝑑, 𝛽𝑡 ). Almost

the same argument works for circuits 𝐶
(𝑡 )
𝑎 and 𝐶

(𝑡 )
𝑏

computing 𝑎𝑡

and 𝑏𝑡 .

Lastly, we homogenize 𝐶𝑡
𝑢 , to obtain the desired circuit which

computes Hom≤𝑑 (𝑢𝑡 ). The degree with respect to the lifting vari-

able 𝑦 is at most 𝛽𝑡 due to constant growth in each iteration, more-

over, with respect to 𝑥 it is at most 𝑑 due to the homogenization.

Hence, the degree claim follows. □

We are now ready to give the complete proof of the following

Lemma 5.3.

Lemma 5.3 (restated). Let 𝑓 ∈ F𝑞 [𝑥1, . . . , 𝑥𝑛] be a polynomial in
VNP. If there are co-prime polynomials 𝑢 and 𝑣 such that 𝑓 = 𝑢 · 𝑣 ,
then the factor 𝑢 is in VNP.

Proof. Assume that 𝑓 ∈ K[𝑥,𝑦] after all the necessary in-

vertible transformations discussed earlier in the section to apply

Lemma 5.8. Support 𝐿 be the set of exponent vectors of 𝑓 such that

𝑓 =:

∑
𝒆𝑖 ∈𝐿 𝑐𝒆𝑖 (𝑥1, . . . , 𝑥𝑛) · 𝑥𝑒𝑖1𝑦𝑒𝑖2 .

Using Lemma 5.9 with 𝑡 ≥ log(deg(𝑓 )) + 1 gives a circuit 𝐶
(𝑡 )
𝑢

that take the coefficients of 𝑓 as input and outputs a circuit for the

factor 𝑢. Moreover, the size of the circuit is at most poly(deg(𝑓 ))
and degree is at most 𝑂 (deg(𝑓 )).

Since 𝑓 ∈ VNP, Lemma 5.1(2) shows that the coefficients 𝑐𝒆𝑖 ∈
VNP. Moreover, Lemma 5.1(3) will prove that 𝐶

(𝑡 )
𝑢 composed with

VNP polynomials, remains in VNP. Therefore, the factor 𝑢 is in

VNP. □

6 CONCLUSION
Motivated by the need of an expressive model of approximation,

in this work, we defined presentable border classes VPY and VNPY .
We proved that VNPY is contained in VNP, over finite fields. The

6
This is the sum of the homogeneous parts of 𝑢𝑡 up to degree 𝑑 .

7
For notations, refer to the discussion proceeding Lemma 5.8.

question whether VNPY is contained in VNP, remains open over

Q; due to the possibility of doubly-exponentially large integers

appearing.

As an application of our debordering result, we advance par-

tially towards proving the factor conjecture [13, Conjecture 8.3], by

showing that low-degree ‘separable’ factors of small size circuits

are explicit. This still does not rule out the possibility: Could the

Permanent polynomial be a factor of a small circuit of exponential

degree?

Our debordering technique, of exponential interpolation, further

proved that over all finite fields, VNP is closed under factoring, and

thus resolves Bürgisser’s conjecture [13, Conjecture 2.1].

Whitebox PIT.. Our newly introduced presentable border classes
open up a new avenue of studying Polynomial Identity Testing (PIT)

in the whitebox setting. PIT is a fundamental problem in complexity

theory, that decides the zeroness of the given polynomial (refer

[67, 68] and also [73, Chapter 4]). It is studied under two well

known settings: Blackbox and Whitebox. The former allows only

evaluations, while the latter allows to look at the inner structure

of the model. PIT on border classes, naturally extends to testing

the zeroness of a polynomial, given its approximating polynomial.

Concretely, let 𝑔 approximate a non-zero polynomial 𝑓 ∈ VP, then
there exists an evaluation point 𝛼 such that 𝑔(𝛼, Y) is not a multiple

of Y. We emphasise that mere non-zeroness of 𝑔(𝛼, Y) does not
guarantee non-zeroness of 𝑓 . For a comprehensive discussion and

motivations of blackbox border PIT, refer [23, 30].

The arbitrarily large complexity of Y-polynomial in 𝑔, makes the

whitebox testing in border classes a meaningless problem; as the

input cannot be presented. But now the presentable border classes
such as VPY constrain the Y-polynomials, and therefore we make

the whitebox setting interesting. It is worthwhile to investigate

whitebox PIT on presentable border classes; for instance, study

constant depth circuits to begin with.
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